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Abstract In this paper, we present iHairRecolorer, the first deep-learning based approach for example-

based hair color transfer in videos. Given an input video and a reference image, our method automatically

transfers the hair color in the reference image to the hair in the video while keeping other hair attributes (e.g.,

shape, structure, and illumination) untouched, producing vivid color-transferred dynamic hair in the video.

Our method performs the color transfer purely in the image space, without any form of intermediate 3D

hair reconstruction. The key enabler of our method is a carefully designed conditional generative model that

explicitly disentangles various hair attributes into their corresponding sub-spaces, which are implemented as

conditional modules integrated into a generator. We introduce a novel spatially and temporally normalized

luminance map to represent the structure and illumination of the hair. Such a representation can largely ease

the burden of the generator to synthesize temporally coherent vivid dynamic hairs in the video. We further

introduce a cycle consistency loss to enforce the faithfulness of the generated results w.r.t. the reference. We

demonstrate our system’s superiority in video hair color transfer by extensive experiments and comparisons

to alternative methods.
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1 Introduction

Human hair is essential for characterizing portraits, motivating many successful works in computer graph-
ics and computer vision, from hairstyle transfer [4], interactive hair shape manipulation [5] to fully con-
trollable portrait hair editing [33]. The existing works have mainly focused on static hair. Hair editing in
videos remains relatively under-explored. In this work, we consider the problem of exemplar-based hair
color transfer in video clips, and aim to transfer the hair color in a reference image to the dynamic hair
in a source video.

However, different from most parts of a human face, hair is remarkably delicate, variable, and com-
plicated. It consists of thousands of tiny strands and is subject to illumination, motion, and occlusion,
making it intractable to analyze, represent, and generate. The challenges mainly arise from three as-
pects. First, the intricate hair shape and varying hair opacity, either induced by its structure or the
complex motion, could lead to the difficulty of seamless hair-background separation across frames, i.e.,
imperfect hair segmentation. Second, hair strands’ fine-grained features tend to vary intrinsically for
their anisotropic nature, as well as extrinsically for their sensitivity to light variations (e.g., a subtle light
change could cause conspicuous alteration of hair appearance). These make it arduous to distill a hair
palette of the source video and then instill that of the reference without affecting other hair attributes,
such as shape, structure, and illumination. Third, no ground truth information (e.g., paired video clips
of the same content but exhibiting different hair colors) is available. Thus, finding a self-supervised
mechanism, which can disentangle the information of hair into background, color, and other attributes,
is essential to our method.
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Luckily, with the advances of conditional generative adversarial networks (GANs), disentangling dif-
ferent hair attributes in a self-supervised manner becomes promising. Recently, Tan et al. [33] introduce
the MichiGAN to flexibly edit hair shape, structure, and appearance in a single image. Despite the
compelling results in individual frames, their solution leads to flickering artifacts when applied to our
task on each frame due to a lack of temporal coherence. Refashioning their framework by leveraging
optical flow [39] might seem like a feasible solution. However, due to the sophisticated structure and
motion blur of dynamic hair, the predicted flow is much less accurate, and thus inappropriate for build-
ing temporal consistency. Moreover, re-synthesizing realistic moving strands conditional on a 2D hair
orientation map [33] could also be extremely challenging since plenty of hair details are not captured by
the orientation map. Another potential solution is to formulate this task as an exemplar-based video
colorization problem [44], by directly replacing the chrominance of the source with that of the reference
while keeping the luminance intact. This method could preserve the illumination and hair structure well
but prone to color inaccuracy and spuriousness since color information still more or less exists in the
luminance map.

Therefore, we need a system to bridge the hair color difference between the reference and the source
as much as possible while simultaneously preserving the original background and other hair attributes,
and more importantly, to ensure the realism and temporal coherence of transferred results. To this end,
we introduce iHairRecolorer, a novel example-based system for hair color transfer from a reference image
to a video. Our iHairRecolorer is based on generative neural networks and consists of three delicate
conditioning mechanisms within the video generation pipeline. Specifically, spatially and temporally
variant hair attributes of shape, structure, and illumination are collectively represented as a masked
luminance map in the LAB color space, which is further normalized across frames to obliterate color
information while maintaining temporal coherence. In contrast to less informative orientation maps [33],
such a luminance map perfectly preserves hair’s fine-grained structures and lighting variations, thus
significantly easing the burden of our generator. More globally, hair color is represented as a feature vector
encoded from a given hair region of the reference, and this feature vector serves as the generator’s latent
input to chromatically guide the generation process of every frame. Additionally, we use a background
encoder to progressively achieve mask-aware hair-background blending in the feature domain so as to
refine the imperfect hair segmentation. We integrate the aforementioned condition modules into our
generator to realize the disentanglement of these attributes. The entire network is trained with our
elaborately-designed loss functions, of which a novel one, considering cycle consistency, is proposed to
enforce the faithfulness of the generated results to the reference.

We conduct extensive experiments on the open dataset FaceForensics [27] and our newly-collected
dataset from YouTube, including qualitative and quantitative comparisons, as well as an ablation study.
The results show that the proposed method outperforms all existing alternative methods on image-to-
video hair color transfer. In summary, the main contributions of our work include

� We introduce iHairRecolorer, the first deep learning-based approach for transforming the hair color
from a reference image to a video clip.

� We for the first time exploit a hair luminance map in the LAB color space to represent hair struc-
ture and illumination, and prove its effectiveness in preserving fine-grained hair geometries than other
alternative representations.

� We employ a novel cycle consistency loss to better match the colors between generated results and
the reference image.

2 Related Work

Hair Manipulation. Hair is a critical component of human portraits and yet is challenging to analyze
and synthesize due to its intricate structure and severe self-occlusions therein. Various techniques have
been proposed for hair manipulation, such as interactive hair shape editing [5], hair transfer [4], morph-
ing [41], neural hair rendering [2,40], and manipulation of multiple attributes of hair in single images [33].
However, most of them are based on a coarse 2D orientation map to represent the hair structure, which
lacks temporal coherence and fine-grained details, negatively affecting visual quality for video manipula-
tion. Although Chai et al. [2] calculate a warping field to maintain temporal coherence, their method
cannot generalize to arbitrary hairstyles due to the dependence on 3D hair models.

Conditional Image Generation. The unprecedented power of generative adversarial networks
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Figure 1 The overall pipeline of iHairRecolorer. It consists of three condition modules and a backbone generator. The inputs to
these condition modules are respectively a background image , a reference image, and 3 consecutive normalized luminance maps,
which will be processed and injected into the backbone generator in a fully disentangled manner. A cycle consistency training
strategy is also added to our pipeline to enforce the faithfulness of the generated results w.r.t the reference image.

(GANs) [8] inspires assorted successful works. For example, [19,45] designed unconditional GANs to gen-
erate super-realistic images based on randomly sampled hidden vectors. To impose speci�c constraints
within the generation process, Mirza and Osindero mirza2014conditional proposed the conditional GAN
(cGAN). Pix2Pix [16] further generalizes this idea to diverse conditional tasks, motivating many intrigu-
ing applications [11,18,37,43]. However, Pix2Pix and its variants do not support easy control of multiple
attributes for a speci�c object during generation. To achieve this, the disentanglement of di�erent at-
tributes becomes extremely important, as demonstrated in the following works. CariGANs [1] explicitly
models geometric exaggeration and appearance stylization through two separate networks, achieving
photo-to-caricature translation. iOrthoPredictor [42] decouples the teeth appearance and geometry in
an unsupervised manner, enabling visual prediction of orthodontics. MichiGAN [33] utilizes multiple
condition modules to control disparate attributes of the hair orthogonally. Our solution is inspired by
MichiGAN, but is di�erent from it in the following aspects. First, they focus on hair editing in images
whereas we concentrate on image-to-video hair color transfer. Second, they represent hair structures
using orientation maps [4,24,40], which get rid of textures completely but in turn �lter out many details.
In contrast, our approach utilizes normalized luminance maps, which are capable of preserving original
�ne-grained hair structures and illumination, and thus are more suitable for synthesizing realistic dynamic
hair.

Video-to-Video Synthesis. Extensive studies have been conducted on video synthesis. [29, 34, 35]
extended the GAN framework for unconditional video synthesis, achieving excellent results. However,
these solutions have di�culty in generating long videos and cannot control speci�c video elements due
to their unconditional settings. Subsequently, a lot of works then focus on synthesizing videos under the
control of a given speci�c sequence (e.g., semantic segmentation masks, body poses, or even images).
[6, 22] designed the systems for motion transfer, where the motions of a character in a source video
are transferred to a target character. [30, 31] transformed a low-resolution video into a realistic super-
resolution video. [7, 10, 15, 28] transferred the style of a reference image to a natural scene video. While
these methods are subject to problem-speci�c constraints and designs, vid2vid [39] introduce a uni�ed
framework for video-to-video synthesis by imposing temporal inconsistency penalty. Analogously, our
work can also be regarded as a video-to-video problem, and thus we use the framework of vid2vid to
generate temporally coherent videos. Di�erent from vid2vid, we introduce three delicate conditioning
mechanisms within the video generation pipeline for the hair color transfer.

Video Colorization. Most recently, a few works [17,21,23,36] used one colored frame as an example
and learned temporal propagation through deep neural networks to colorize the subsequent frames in a
video sequence. However, due to the propagation mechanism, these methods would be problematic if it
fails on a particular frame. Thus [12,13,44] proposed to establish the correspondences of objects between
a reference image and a source image or video, based on which they could colorize the source in the LAB
color space, namely transferring the chrominance (AB channels) of the reference to that of the source
with the luminance (L channel) of the source kept intact. Despite high-�delity results, they are prone to
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